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Abstract- 
Within the realm of cloud computing, a significant concern pertains to intrusion detection and mitigation, given its  

potential to disrupt the entire architecture's functionality. Countless efforts in the realm of cybersecurity have been undertaken to 

safeguard servers against malicious attackers and hackers. However, conventional cybersecurity methods have shown shortcomings in 

protecting servers from various forms of unauthorized external traffic. Addressing this, the development of an Intrusion Detection 

System (IDS) tailored to the Internet of Things (IoT) architecture becomes crucial. Rigorous literature reviews were conducted to delve 

into different machine learning techniques, neural network models, and optimization algorithms, aimed at pinpointing gaps, challenges, 

and subsequently formulating accurate and effective machine learning algorithms for precise intrusion detection. 

Specifically, in the artificial neural network (ANN) model, two strategies were formulated for detecting Distributed Denial of 

Service (DDoS) attacks: the Back Propagation Neural (BPN) and the Multi-layer Perceptron (MLP) methods. To enhance their 

performance, a novel hybrid optimization algorithm was introduced. This algorithm combines the exploitation capabilities of the Harris 

Hawks Optimization (HHO) technique with the exploration capabilities of Particle Swarm Optimization (PSO). By doing so, common 

limitations observed in traditional algorithms—such as local stagnation issues, delayed convergence concerns, and the challenges of 

getting trapped in local or global optima—are effectively managed by this innovative hybrid optimization approach. 

Furthermore, the proposed hybrid HHO-PSO algorithm goes beyond feature selection. It's harnessed to fine-tune the  
neural network models by adjusting the weight and bias coefficients. This comprehensive approach demonstrates a concerted effort to 

bolster intrusion detection accuracy and efficiency in cloud computing environments, particularly within the context of  
IoT architecture 

Keywords— Cloud Computing, Neural Network (CNN) , Hadoop. 

1. INTRODUCTION  

The rapid expansion of the information technology sector has led organizations of all sizes and types to offer online 

services directly to consumers. The advent of cloud computing and the Internet of Things (IoT) has revolutionized service 

provision, enabling on-demand access for users via the internet [1]. This paradigm grants access to extensive data storage 

capabilities accessible globally at any moment. Both public and private sectors are seamlessly integrated through a shared 

service infrastructure. However, this diversity also creates opportunities for illicit cyber-attacks, including Denial of 

Service (DoS), Distributed Denial of Service (DDoS), Drive-by attacks, SQL injection attacks, Man-in-the-Middle (MitM) 

attacks, and more. Among these, DDoS attacks represent a particularly disruptive intrusion technique, where a network is 

overwhelmed by a sudden flood of attack packets, often using compromised devices to induce traffic congestion. 

Differentiating between legitimate and malicious traffic in such situations poses a significant challenge. Therefore, the 

focal point of our proposed research is the development of an intelligent intrusion detection system specifically designed 

to identify DDoS attacks in the cloud computing environment. 

Cloud computing is characterized by the provisioning of software and hardware computing resources over the internet, 

tailored to user demand and payment based on usage. This diverse landscape unites various companies and organizations 

within a shared resource ecosystem. Employing dynamic scaling strategies, cloud computing ensures high reliability and 

adaptability in service delivery. Instead of traditional client-server architecture, it leverages virtualization, enabling 

seamless transition of servers into distinct virtual machines [2]. The key advantage of cloud computing lies in the 

communal sharing of resources, which obviates the need for users to purchase third-party applications, facilitating 

resource access at any given time. 
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2. MODEL TO DDOS ATTACK DETECTION  

we have developed neural network models utilizing straightforward feed-forward neural network architectures—

specifically, the Back Propagation Neural Network and the Multilayer Perceptron network. To enhance the performance of 

these models, we have employed a wrapper-based strategy. 

Furthermore, we have introduced a novel swarm intelligence-based hybrid optimization algorithm, amalgamating the 

strengths of Particle Swarm Optimization (PSO) and Harris Hawks Optimization (HHO). Traditional population-based 

optimization algorithms often grapple with suboptimal performance across diverse problem statements, plagued by issues 

such as local optimal entrapment, delayed convergence, global optimal strapping, and premature convergence. By 

combining these two distinct algorithms, we effectively address these limitations, ensuring that the models encounter no 

such issues. The PSO algorithm excels in exploration capabilities, while HHO demonstrates superior exploitation 

capability. This synergy empowers the hybrid algorithm to adeptly tackle the aforementioned challenges. 

Furthermore, the proposed hybrid algorithm serves a critical role in tuning the weight and bias coefficients of the neural 

network models. Typically, these models initiate with random weight and bias vectors that evolve during training. However, 

this random initialization can lead to delayed convergence and subpar performance. By initializing the models with optimal 

weight and bias vectors, performance can be significantly elevated. The proposed HHO-PSO algorithm is harnessed to 

selectively determine these initial weight and bias vectors for the neural network models, optimizing their effectiveness 

and overall performance. 

 

Fig 1: Machine Learning based Distributed Denial of Service Attack Detection Model 

MapReduce programming offers a potent solution for managing extensive calculations by leveraging flexibility and 

reliability features. This approach capitalizes on both map and reduce stages to achieve parallel execution of tasks. The 

mapper task processes individual input splits and generates key-value pairs. These key-value pairs differ from the input 

and are provided to the mapper function. The resulting key-value pairs from each mapping task are organized based on 

their keys. Subsequently, the reduce task manages and processes each key, merging all associated values linked to that 

particular key. 

3. RESULT AND DISCUSSION  

The proposed data mining algorithms have been effectively trained using the training dataset within a 10-fold cross 

validation setup. Throughout the training process, the essential features for C4.5, K-Nearest Neighbors (KNN), and Support 

Vector Machine (SVM) are identified individually for each fold. The results of this feature selection process are presented 

in Table 4.2 to Table 4.5. The selected features' frequencies are also documented. 
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The introduced approach demonstrates proficient performance with sizable datasets, resulting in improved execution 

times when compared to the conventional K-means clustering technique. The KM-HMR method builds upon the 

MapReduce programming model, incorporating both mappers and reducers. In this scheme, each mapper task is responsible 

for assigning the items or data points closest to a cluster during the iteration. Subsequently, the reducer task processes the 

files generated by the mappers, traversing through the list of clusters and associating each object to its respective cluster 

[16, 17]. 

3.1 COMPARISON BETWEEN SIMPLE K-MEAN AND PROPOSED KM-HMR 

The proposed Data mining algorithms are successfully trained with the training dataset of 10-fold cross validation.  

During the process of training, the essential features of C4.5, KNN and SVM are identified for each fold and presented. 

The frequency of selected features of C4.5, KNN and SVM during the 10-fold cross validation and their corresponding 

accuracy are shown in Figure 4.2. 

 Table 4.2 Feature Selection by the proposed C4.5 IDS model 

 

 Table 4.3 Feature Selection by the proposed KNN IDS model 

 

The better accuracy has been achieved while feeding the models with the feature subset that has frequency 

of occurrence between 8 and 9. So, the feature that has the frequency of occurrence between 8 and 9 is 

considered to train the model and the corresponding performance is analyzed. 
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Table 4.4 Feature Selection by the proposed SVM IDS model 

 

 

 Figure 4.2 Accuracy Vs selected features of C4.5, KNN and SVM 

4. CONCLUSION 

The validity of the proposed model is confirmed through an independent dataset, employing 

specified performance metrics, and then compared against the performance of existing models. By 

integrating these two algorithms, the benefits of both are harnessed, leading to superior outcomes compared 

to traditional methods. As a result, this study combines the C4.5 classifier algorithm with SVM and KNN 

models, and the results conclusively demonstrate that the proposed SVM-based classifier model 

outperforms all other models in terms of intrusion detection performance. Additionally, it achieves this with 

a minimal number of feature subsets compared to other models. 

While the proposed classifier models yield improved classification outcomes, it's noteworthy that 

the SVM classifier algorithm can face challenges when dealing with large datasets. This limitation can be 

effectively addressed by introducing the Artificial Neural Network (ANN) algorithms. The unique nature 

of ANN lies in its ability to handle extensive datasets, attributed to its proficient learning mechanism that 

emulates the human brain's learning process. 
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